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Abstract: This paper aims at finding the optimum controller for a jacketed Continuous 

Stirred Tank Reactor (CSTR) under non-ideal conditions. Various conventional control 

methods show poor response for non-linear processes. This paper outlines the design 

procedure of the Internal Model Controller (IMC) and Model Reference Adaptive Control 

(MRAC). The performance of the jacketed CSTR process is analyzed based on Internal 

Model Control and adaptive control. Simulation results have been compared with 

conventional PID control. 

  

Keywords: Continuous Stirred Tank Reactor (CSTR), Model Reference Adaptive Control 

(MRAC), Internal Model Controller (IMC), Dead space, PID Controller 
 

 

1.  Introduction 
 

Designing a controller assuming linear behaviour 

for the continuous stirred tank reactor (CSTR) will 

lead to poor performances. In the case of ideal 

behaviour the dead space and bypass is not 

considered, which affects the transient of the 

system and the desired output concentration. 

 

In this paper, the following works have 

been done:  

 Modelling of a non-linear CSTR with dead 

space and bypass has been shown in Section 2.  

 Stability analysis of the practical system (as 

per modelling done in Section 2) has been 

shown in Section 3.  

 Application of different control techniques and 

comparison of all the techniques for the 

controlled CSTR has been investigated in 

Section 3.  

 

2. Mathematical Modelling of Non-

Linear Jacketed CSTR 
 

Figure 1 shows the basic schematic diagram of a 

jacketed CSTR, in which a simple irreversible, 

exothermic reaction A→B is taking place. The 

reactor is surrounded by a jacket where mixing is 

taking place at low temperature than the reactor. 

Energy is passed through the reactor wall into the 

jacket, removing the heat generated by the reaction 

[1,2]. 

 
Figure 1: Schematic diagram of a continuous 

stirred tank reactor [2] 

  

The feed material composition Ca_in enters 

the reactor at temperature To at a volumetric flow 

rate of q. The product is withdrawn from the 

reactor at same volumetric flow rate q.   

 

In a jacketed CSTR, the heat is added or 

removed by virtue of the temperature difference 

between a jacket fluid and the reactor fluid. As the 

reaction undergoing within the reactor is 

considered exothermic, heat will be evolved for the 

reactor and hence a coolant will flow through the 

jacket at a flow rate of qc fed at a temperature of Tj. 

 

The non-uniform mixing in non-linear 

CSTR results in bypassing and dead space. When 

perfect mixing does not takes place in the overall 

volume and results in less reactor volume than in 

case of ideal behaviour, due to which it results in 

rapid decay of transient than in case of ideal case. 

In case of bypass, the volumetric flow rate will be 
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less than that of the volumetric flow in the ideal 

behaviour case, which results in a slower decay of 

the transient as compared to the ideal case. The 

schematic representation of the non-linear CSTR 

combined with dead space and bypass is shown in 

Figure 2. 

 

 
     (a)          (b) 

 

Figure 2: Non-linear CSTR: (a) Real system;  

(b) Model system [2] 

 

2.1 Material balance of Component A 

 

Considering an irreversible, exothermic first-order 

chemical reaction A→B, taking place in non-linear 

condition. 

 
               …… (1)  

 

Where Ca _ in is the feed material concentration, Ca 

is the concentration of component A, ko is the 

frequency factor, Ea is the activation energy, R is 

the gas constant, T is the temperature, α is the dead 

space and β is the bypass. 

 

2.2 Reactor Energy Balance 

 

According to the principle of conservation of 

energy: 

(Rate of energy accumulation) = (Rate of energy 

input) - (Rate of energy output) - (Rate of energy 

removed by the coolant) + (Rate of energy added 

by exothermic reaction) 

 
 

Where -∆H is the heat of the reaction, UA is the 

heat transfer coefficient, To is the feed temperature, 

Tj is the jacketed temperature, Cp is the heat 

capacity, ρ is the density. 

2.3 State variable form of the equation 

 

Equations (1) and (2) are expressed in the standard 

state variable form as follows: 

 
           ……… (3) 

 
 

2.4 Linearization 

 

The linearization method is applied to non-linear 

CSTR model to obtain the state space 

representation. The state, input and the output 

vector is defined by the following: 
 

 
 

Where Cas is the steady-state value of effluent 

concentration, Ts is the steady-state value of reactor 

temperature, qs is the steady-state value of feed 

flow rate, qcs is the steady-state value of the coolant 

flow rate.  

 

The state space matrices for the CSTR 

model are derived from the corresponding Jacobian 

matrix: 
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Table 1: Steady state operating data 

 
 

The operating points for the local linear 

models of the non-linear CSTR for both the cases 

are presented in Table 2. 

 

Table 2: The operating points for the local linear 

models of the non-linear CSTR 

Feed 

flow 

(l/min) 

Coolant 

flow 

(l/min) 

Effluent 

Conc. 

(mol/l) 

Reactor 

Temp. 

(K) 

103 97 0.2442 427.9 

 

The matrices A and B can be determined 

using the values mentioned in the above table and 

the transfer function that relate the input and 

output. 
 

 
 

 

The continuous time transfer function is given as: 

  
 

2.5 Stability Analysis of Non-Linear CSTR 

 

Stability analysis of nonlinear continuous CSTR 

system is done by using Lyapunov stability. 

  

Given a nonlinear differential equation, 

 𝑥 = 𝑓(𝑥, 𝑡) 
And a scalar function V(x),  

If 

1. V(x) is positive definite, and 

2. 𝑉 (𝑥), the derivative of V(x), is negative 

definite, and 

3. V(x) → ∞ , as ║x║→ ∞ 

 

Then, the system 𝑥 = 𝑓(𝑥, 𝑡) is globally   

asymptotically stable. 

  

To derive the necessary condition for 

stability 𝑥 = 𝐴𝑥 using the method of Lyapunov, 

the above-mentioned steps should be followed 

where the possible Lyapunov function in quadratic 

form is chosen as: V(x) = x
T
 Px  

  

The Lyapunov function will be positive 

definite if the matrix P is symmetric positive 

definite. The time derivative is given by:   

𝑉 (𝑥) = x
T
 (A

T
 P + AP) x 

  

Where the convenience matrix Q = − (A
T
 P + AP) 

  

So, if ‘− Q’ is negative definite, (or alternatively Q 

is positive definite, Q > 0), then the system is stable 

[4,5]. 

 

In the case of non-linear CSTR the value of ‘P’ is: 

 
Positive definiteness can be found using MATLAB 

software by a doing Cholesky decomposition using 

the function [R,p] = chol(A). In this given case, ‘P’ 

is 1. Hence, P is positive definite and therefore the 

system is stable. 

 

3. Control Strategies for Non-Ideal 

CSTR 
 

3.1 Adaption Law 

 

The adaption law attempts to find a set of 

parameters that minimizes the error between the 

plant and the model outputs. To do this, the 

parameters of the controller are inclemently 

adjusted until the error has reduced to zero [12]. A 

number of adaption laws have been developed to 
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date. The two main types are the gradient and the 

Lyapunov approach [12], and we have used the 

gradient approach [7]. 

 

3.1.1 Model Reference Adaptive Control 

 

Model Reference Adaptive Control (MRAC) is 

considered to be an important adaptive controller. 

In the case of MRAC, the desired performance is 

expressed in terms of a reference model that 

provides a desired response to the command signal. 

 

The standard implementation of MRAC is 

shown in Figure 3. It is composed of two loops. 

The first loop is the ordinary feedback loop that 

consists of the process and the controller, which is 

known as the inner loop. The second loop, also 

known as the outer loop comprises of the adjusting 

mechanism. The difference between the plant 

output and the reference model output provides the 

error signal and parameter change will be based 

upon that error signal [8,9]. 

  

 
Figure 3: Model Reference Adaptive Controller 

 

The adjusting mechanism will be based upon two 

methods, the gradient method and the Lyapunov 

method [10]. 

 

3.1.2 Adaptive Control Design 

  

For implementing the basic adaptive controller 

using MATLAB Simulink, the plant transfer 

function is to be defined which is to be controlled. 

The continuous time transfer function of the system 

is given as: 

 
 

Secondly, a model should be defined that 

will match with the given plant. To determine the 

model, the characteristics should be defined. In 

order to define the characteristics, an arbitrary 

second-order model will be selected [12] as: 

 
The damping factor ξ and the natural 

frequency ωn should be determined in order to get 

the required performance. 

For the concentration control, a maximum 

overshoot of 5% and the settling time less than 3 is 

selected [8]. The following mentioned condition is 

used to determine the damping factor ξ and the 

natural frequency ωn [12]. 

 

 
 

Based on the above formula, the damping 

factor and the natural frequency are determined as: 

ξ = 0.713, ωn = 2.134  

 

Therefore, the transfer function for the 

model is defined as 

 
 

3.1.3 MIT Rule 

 

To present the MIT rule, we can consider a closed 

loop system in which the controller has one 

adjustable parameter. The desired closed loop 

response is specified by a model output Ym. The 

error (e) is the difference between the output of the 

system (Y) and the output of the reference model 

(Ym) [11,12,14]. 

 

The Modeling error e is given by equation [12] : 

e = Y − Ym 

 

One possibility is to adjust parameters in 

such a way that the loss function J(θ) is minimized. 

𝐽 𝜃 =  
1

2
𝑒2  

 

To make J small, it is reasonable to 

change the parameters in the direction of the 

negative gradient of J [14]. 

 
 

This is the celebrated MIT rule. The 

partial derivative 
𝛿𝑒

𝛿𝜃
 is called the sensitivity 

derivative of the system, tells how the error is 

influenced by the adjustable parameter. Here, γ is 

called adaptation gain. 

 

3.2 Internal Model Control System 

configuration 

 

The IMC configuration is designed for setting up a 

comparison between the process and model output 
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to form a standard feedback structure. Figure 4 

shows the basic IMC implementation in the process 

transfer function [6]. 

 

 
Figure 4: IMC configuration 

 

Considering the IMC based PID design procedure 

for a second order system of CSTR process model 

of type: 

 
 

 
 

 
 

Comparing with the transfer function of the PID 

controller, 

 
 

Then from the second order model parameters, the 

following IMC PID controller tuning formula is 

used as shown in Table 3. 

 

Table 3: IMC PID controller tuning 

 
 

4. Results 

 
In this section, the proposed controller design is 

implemented to the continuous time transfer 

function of CSTR models to show the efficiency of 

the proposed controllers. 

Firstly, the step response of the open loop CSTR 

model is shown (Figure 5); secondly the step 

responses of CSTR model based on conventional  

PID and IMC based PID controls are shown 

(Figure 6) and lastly, the Adaptive control step 

response of the CSTR model is demonstrated 

(Figures - 7,8,9,10). 

 

4.1 Open-loop response of a Jacketed 

CSTR 

 

 

 
Figure 5: Step response of the open loop CSTR 

model 

 

Figure 5 shows the open loop response of the non-

ideal CSTR where x-axis defines the time and y-

axis defines the effluent concentration. 

 

4.2 Response based on Internal Model 

Control (IMC) 

 

 

 
Figure 6: Step responses of conventional PID and 

IMC based PID controller 

 

The simulation results show that the IMC 

based PID controller has no overshoot and fast 

response compared to the conventional PID. 

 

4.3 Response based on Adaptive control 

 

After obtaining the transfer function of process and 

the transfer function of the reference model, a 

MATLAB Simulink model is developed by 

applying the MIT rule [12]. 

 

The following parameters are plotted on 

the graph: plant output using adaptive control for 

different values of γ. 
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Figure 7: Step response of CSTR based on 

Adaptive controller when γ = 0.5 

 

 
Figure 8: Step response of CSTR based on the 

adaptive controller when γ = 1 

 

 
Figure 9: Step response of CSTR based on 

adaptive controller when γ = 1.5 

 

 
Figure 10: Step response of CSTR based on 

adaptive controller when γ = 2 

 

The effect of adaptive control is analyzed 

on the time response characteristic of the system. It 

is observed that with a smaller value of adaption 

gain the response is very slow. The transient 

parameters such as settling time, rise time, peak 

time can be decreased by increasing the value of 

adaption gain. 

 

Unit step responses of the IMC based PID 

controller, the conventional PID controller and 

adaptive controller have been listed in Table 4, 

which shows that adaptive control requires less 

settling time to reach desired steady state and gives 

less overshoot as compared to the IMC based PID 

controller and conventional PID controller. 

 

Table 4: Unit step responses of the IMC based PID 

controller, the conventional PID controller 

and the adaptive controller  

 Settling 

Time 

(Ts) 

Rise 

Time 

(Tr) 

Peak 

Time 

(Tp) 

Conventional 

PID 

2.8×10
3
 2.6×10

3
 2948 

IMC based 

PID 

513.5 1.59×10
3
 1742 

MRAC with 

adaptive gain 

= 0.5 

75.94 37.60 85 

 
5. Conclusion and Future Scope 
 

The behaviour of the Jacketed CSTR based on 

adaptive control using MIT rule has been analyzed 

in this paper. The time response characteristics are 

observed based on the various adaption gain 

values. The transient characteristics such as settling 

time, rise time can be decreased by increasing the 

adaption gain value. Simulation results of the non-

linear model equation of Jacketed CSTR for a first-

order irreversible exothermic chemical reaction 

show that the controller based on adaptive control 

will give a better response as compared to the IMC 

based PID controller and conventional PID 

controller. 

 

The analyzed results and issues during the 

course of the work give rise to a number of 

possible directions for future work. Some of them 

are briefly summarized below: 

 

(i) Modelling and control of a non-ideal reactor 

with second-order reaction can be carried out. 

(ii) Tuning of PID can be done using different 

tuning methodologies such as Cohen-Coon and 

Artificial Bee-colony based tuning methods, 

and comparison can be made between the new 

tuning methods with the proposed control 

schemes. 

(iii) Modelling can be done by considering Dead 

space to be a function of time. 
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Abstract: This paper analyses the possibility to develop in optimizing the utilization of 

renewable energy sources within microgrids. The renewable wind and solar power 

generation forecast are aggregated, and it is proposed to support the quantification of the 

operational reserve and maintain the equilibrium of the microgrid’s real-time supply and 

demand. One potential solution is a microgrid that can be vertically integrated with high-

rise buildings which are frequently encountered in urban areas. 
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1.  Introduction 
 

Renewable energy plays an important rule within 

the society; it is not only increasingly making us 

more energy dependent, but also creating greater 

environmental awareness. Once renewable energy 

technologies have been developed, energy can be 

produced anywhere. The rooftop generation of 

renewable energy harvested from wind and solar 

can be connected to the ground level via a 

microgrid where the Electric vehicle (EV) charging 

stations could be supplied. A battery is crucial in 

this case, to support and maintain the balance of 

supply and demand. The primary requirement for a 

DC microgrid operation is to maintain the common 

DC bus voltage within an acceptable range [2]. 

According to its optimization, it is proposed to set a 

droop as a function of the battery’s expected State 

Of Charge (SOC). The optimization program helps 

to determine a solution that minimizes the 

operation cost of the DC microgrid. 

 

When wind and solar energy are 

combined, it leads to reduced local energy storage 

management [3]. The combination of battery 

energy storage system and supercapacitor 

technologies can form a multilevel energy storage. 

In this, the battery energy storage system is 

responsible for balancing the supply and demand, 

whereas supercapacitor employs cache control to 

compensate for fast power fluctuations and 

smoothen the transients encountered by a battery 

with higher energy capacity. Microgrids or hybrid 

energy systems have been demonstrated to be an 

effective structure for local interconnection of 

distributed renewable generation, loads and 

storage. Most current microgrid implementations 

combine loads with sources, try to use the available 

waste heat [4].  

 

The battery and the supercapacitor have a 

better transient response; however, their loss of 

energy density does not provide enough autonomy 

to the system. The proposed hybrid energy storage 

system, having an advanced control system, taking 

advantage of each storage system and avoiding the 

cause of degradation and limitation of them, can 

emerge as the technological solution for the 

problem commented. The distributed renewable of 

generation, loads and storage to be an effective 

structure for local interconnection have been shown 

in a  Microgrid or hybrid energy systems [5-10]. 

 

 

 
 

Fig. 1: Layout of a DC microgrid [1] 
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2. Outline of DC Microgrid 
 

A schematic of a DC microgrid is given in Fig. 1, 

along with the conventions employed for power. 

The DC bus connects wind energy convention 

system (WECS), PV panels, multilevel energy 

storage comprising of the Battery Energy Storage 

System (BESS) and the supercapacitor. EV smart 

charging points, grid interface and EV fast 

charging station are also connected to the DC bus. 

The WECS is integrated into the DC bus via AC-

DC converter. PV panels are connected to a DC 

bus through a DC-DC converter. 

 

The BESS can be implemented through 

flow battery technology connected to the DC bus 

via a DC-DC converter. The technology that can 

provide fast and frequent access to stored energy is 

the supercapacitor [11,12]. The supercapacitor has 

considerably less energy capacity than the BESS. 

However, it is used for compensating for fast 

fluctuations of power and hence it provides cache 

control as detailed in the research done by K. 

Strunz and H. Louie [11].  

 

It is connected close to the LV-MV 

transformer to minimize losses and voltage drop. 

An LV DC microgrid is well suited for naturally 

demarcated power systems [13]. For positive 

values of PG, the microgrid takes power from the 

main grid. For negative values of PG, the microgrid 

supplies power to the main grid. There is a 

variation in the voltage supply, grid frequency, 

harmonics, as well as other power quality due to 

the imbalance of active and reactive power that are 

introduced in a grid by renewable energies.  

 

H. Kakigano, Y. Miura and T. Ise [12] 

proposed a low-voltage bipolar-type DC microgrid, 

which can supply high-quality power. In their 

work, a system of a residential complex has been 

represented as the instance of the DC microgrid. In 

this system, each house has a Co-Generation 

System (CGS), such as a gas engine or fuel cell. 

 

When the system connects to the utility 

grid, the deficient power is compensated from the 

utility grid, but when the system disconnects from 

the utility grid, the surplus or deficient power is 

compensated by the energy storages such as a 

battery and a supercapacitor (Electric Double-

Layer Capacitor: EDLC). The main objectives of 

this paper are to develop new system operation and 

control methods for the proposed DC microgrid to 

provide secure and reliable supply to the connected 

loads. 

 

 
Fig. 2: Overview of Optimized scheduling 

approach [1] 

 

3. Proposed System 
 

The algorithm for optimized scheduling of the 

microgrid is given in Fig. 2. In the first stage, wind 

and solar power generations are forecasted. Then, 

wind and solar power forecast are aggregated to 

produce the total renewable power forecast model. 

The aggregated power generation data are utilized 

to assign hourly positive and negative energy 

reserves to the BESS for the microgrid operation. 

The positive energy reserve of the BESS provides 

the energy stored, which can be readily supplied to 

the DC bus on demand. The negative energy 

reserve provides the part of the BESS to remain 

uncharged to capture access power on demand. 

 

The BESS can only be charged and 

discharged in the operation area in the normal 

operation mode, which is scheduled by 

optimization. The objective of the optimization is 

to minimize the operating cost of the microgrid in 

interconnected mode and provide uninterrupted 

power supply (UPS) service in the autonomous 

mode. In the interconnected operating mode, an 

adaptive droop control is devised for the BESS, 

which is selected based on the deviation between 

optimize and real-time SOC of the battery. 

 
Fig. 3: Wind or solar forecast uncertainty for 1h [1] 

 

4. Aggregated Model 
 

The uncertainty of wind and solar power can be 

presented by a three-state model. The forecast 
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uncertainty data of the wind and solar power 

generations are made available for the urban 

microgrid. 

 

In Fig. 3, the output power state and the 

probability assigned to that state are available. 

State 1 represents a power forecast lower than the 

average power forecast 𝑃 ̃1 with the forecast 

probability of 𝑃 ̃𝑟1 assigned to it. The average 

power forecast and the probability of forecast 

assigned to it give state 2. State 3 represents a 

power forecast higher than the average power 

forecast. Then wind and solar forecasts are 

aggregated to produce the total renewable power 

forecast model. 

 

In the three state model k = 3 which is the 

number of individual states. Table 1 shows that the 

forecast data of wind and solar generation provided 

for 1h. For example, at the probability of 50% the 

wind power will be 50kW. 

 

Table 1: Example of Wind and Solar Power 

Forecast Data 

Individual state State 1 State 2 State 3 

Wind forecast 

probability 

0.25 0.50 0.25 

Wind power(kW) 40 50 60 

Solar forecast 

probability 

0.25 0.50 0.25 

Solar power(kW) 15 20 25 

 

As the microgrid has two generation resources with 

three individual states, i.e. k = 3, then the combined 

state is N = K
2
, which is equal to 9 in this case. 

Figure 4, shows the combined states in the forecast 

uncertainty model of wind and solar power. 

 

 
Fig. 4: Aggregation of wind and solar power 

forecast in microgrid [1] 

 

For the wind and solar power forecast 

shown in Table 1, nine combined states are defined 

as shown in Table 2. In each of these combined 

states, the powers of all those individual states are 

summed up, and the probability of a combined state 

is equal to the product of the probabilities in 

individual state, considering the individual states 

are not correlated. 

 

If an aggregated state m covers a number of 

combined states L, then the probability of having 

one of those aggregated states is the sum of the 

probabilities of those combined states. 

 

    ………………………. (1) 

  

where,  is the forecast probability of 

renewable power at the aggregated state m, and 

 is the forecast probability of renewable 

power at the combines state l within the aggregated 

state m. 

 

   …….……………. (2) 

 

Table 2: Example of Combined States of Wind and 

Solar Power Forecast 

Combined 

states 

n 

Counter  

L 

Aggregated 

state 

m 

Power 

output 

�̃�l,m 

(kW) 

Probability 

�̃�rl,m 

1 1 1 40+15 = 

55 

0.25×0.25 = 

0.0625 

2 2 1 40+20 = 

60 

0.25×0.50 = 

0.1250 

3 1 2 40+25 = 

65 

0.25×0.25 = 

0.0625 

4 2 2 50+15 = 

65 

0.50×0.25 = 

0.1250 

5 3 2 50+20 = 

70 

0.50×0.50 = 

0.2500 

6 4 2 50+25 = 

75 

0.50×0.25 = 

0.1250 

7 5 2 60+15 = 

75 

0.25×0.25 = 

0.6250 

8 1 3 60+20 = 

80 

0.25×0.50 = 

0.1250 

9 2 3 60+25 = 

85 

0.25×0.25 = 

0.0625 

 

 

In the example shown in Table 2, employing 

equations (1) and (2) we get as follows: 
 

�̃�𝑟𝐴,1 = 0.0625 + 0.1250 = 0.1875 
 

�̃�𝐴,1    = 
55 × 0.0625 + 60 × 0.1250

0.1875
 kW 

 

        = 58.33 kW 

 

 

A summary of the aggregated three-state model for 

renewable power generation is provided in Table 3. 
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Table 3: Aggregated    Three    State    Power 

Forecast Model for 1h 

Aggregated state M 1 2 3 

Probability  0.1875 0.6250 0.1875 

Power output �̃�A,m 

(kW) 

58.33 70 81.67 

 

5. Existing System 
 

The researchers L. Roggia et al. [15], proposed a 

novel integrated converter topology for interfacing 

between the energy storage system and the DC  bus 

for a residential microgrid application. The 

proposed DC-DC converter is the integration of the 

full-bridge and a forward converter. Full-bridge 

converter is in the authority of the energy storage 

system discharging stage, whereas the forward 

converter is liable for the energy storage system 

charging stage. 

 
Fig. 3: Proposed integrated full-bridge-forward 

DC-DC converter including bidirectional 

converter [15] 

 

During discharging stage of the energy 

storage system, the bidirectional converter boosts 

the voltage from the energy storage system to an 

intermediate level, whereas during the energy 

storage system’s charging stage, it performs 

voltage post regulation or remains with Sbid1 ON 

and Sbid2 OFF acting as a low-pass filter, thus it 

eliminates the switching losses. A three-winding 

transformer is required in this topology as proposed 

by the researchers L. Roggia et al. [15]. Windings 

1 and 2 are used in the full-bridge operation, and 

windings 1 and 3 are in the forward operation. One 

diode is required to be added in series with the 

transformer tertiary winding to avoid any current 

circulation via the antiparallel diode of the forward 

converter switch during the full-bridge converter 

operating mode. 

 

6. Adaptive Droop Control 
 

Adaptive droop control is devised for the BESS in 

the interconnected mode of operation, while the 

BESS is for keeping the voltage of a DC bus in a 

defined acceptable range for providing UPS service 

in term of an autonomous mode of operation [1]. 

 

 
Fig. 3: The Droop control of a BESS power 

electronic converter to mitigate power 

deviations of DC microgrid in normal 

condition of the BESS [1] 

  

 
Fig. 4: Droop control of BESS power electronic 

converter to mitigate the power deviations 

of DC microgrid is lower than the 

schedules SOC of the BESS [1] 

 

 

 
Fig. 5: Droop control of the BESS to mitigate the 

power deviations of DC microgrid in higher 

than the scheduled SOC of the BESS [1] 

  

The second droop curve, as shown in Fig. 

4, is devised for a situation in which the real-time 

SOC of the BESS is less than the optimized and 

scheduled SOC of the BESS. Thus, the BESS is 

contributing to stabilize the DC bus voltage by 

charging at the same power as shown in Fig. 3. 

This way, the SOC is capable of coming closer to 

the optimized and scheduled SOC. 

 

The third droop as shown in Fig. 5 is 

devised for a situation where the real-time SOC of 



ADBU Journal of Electrical and Electronics Engineering (AJEEE)    | www.tinyurl.com/ajeee-adbu 

 

 

Mairang, AJEEE, ISSN: 2582-0257, Vol. 1, Issue 2, September 2017, pp. 8-13     |     Page |   12 

 

the BESS is higher than the optimized and 

scheduled SOC of the BESS. So, the BESS 

contributes to stabilizing the DC bus voltage by 

discharging at the same power as shown in Fig. 3. 

 

7. Comparison of Results 
 

A comparison of the results (as below) shows the 

importance of coordinating the droop settings with 

scheduling in microgrids with wind and solar 

power. 
 

 
Fig. 6: Case A: Droop-control-based responses to 

wind fluctuation and fast charging when 

SOC of the battery is as scheduled: (a) 

Multilevel energy storage system (MES) 

charging power from the DC bus, (b) 

Battery charging power from the DC bus, 

(c) Supercapacitor discharging power to the 

DC bus, (d) Grid power to the DC bus [1] 

  

 
Fig. 7: Case B: Droop-control-based responses to 

wind fluctuation and fast charging when 

SOC of the battery is lower than the 

scheduled: (a) Multilevel energy storage 

system (MES) charging power from the DC 

bus, (b) Battery charging power from the 

DC bus, (c) Supercapacitor discharging 

power to the DC bus, (d) Grid power to the 

DC bus [1] 

In Case A, SOC of the battery is assumed 

to be within the close range of the scheduled SOC, 

while resulting from the day ahead optimization. 

The simulation result of the control shown in Fig. 3 

is given in Fig. 6. 

 

In Case B, the BESS is assumed to have 

lower than the expected SOC compared with SOC 

scheduled in optimization. The simulation result of 

the control shown in Fig. 4 is given in Fig. 7. With 

the asymmetric curve of the BESS (Fig. 4), the 

multilevel energy storage does not provide full 

compensation of renewable fluctuation. Hence, 

droop control of the grid is activated; and from the 

main grid, it contributes the power demand to the 

fast charging. 

 

The SOC of the battery, shown in Fig. 6, is 

as desired according to the scheduling, while the 

SOC of the battery becomes lower than the 

expected due to forecast uncertainty as shown in 

Fig. 7. In the latter case, the asymmetric droop as 

shown in Fig. 4, avoids further significant 

discharging but has full droop contribution on the 

charging side. On the reduced discharging side, the 

droop on the other power electronic converter 

connects to the main grid. 

 

8. Conclusion 

 

A DC microgrid for optimization of renewable 

power integration has been proposed. The 

operational optimization and power electronic 

based voltage-power droop control were 

developed. Microgrids are beneficial for the 

development of efficient and cost-effective energy 

storage technology. 

 

The battery can be connected in parallel 

with a supercapacitor to form a multilevel energy 

storage. The battery plays an important role in 

compensating renewable power fluctuations and 

providing the power needed. The optimization for 

power exchanges and DC voltage control by using 

adaptive control are normally done through power 

electronic converters. 

 

Nowadays, natural energy stored in fossil 

fuels is coming to its end. This fact will globally 

change the way our society manages energy. So for 

future developments will be based on expanding 

the technique into developing an optimal control 

algorithm of renewable energy microgrid with 

photovoltaic generator and wind turbine. 

 

The usage of wind and solar energy 

reduces emission, free from pollution and so on, 

which is convenient for the citizen and resulting 

energy system serves local stationary, and it is a 

good citizen within the main grid. 
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Abstract: Soil moisture is an important factor that is of immense importance in the field of 

engineering, agriculture and ecology. The permittivity of soil is dependent on the water level 

present in the soil. Development of weather patterns and the production of precipitation 

depend on soil moisture. A number of soil moisture measurement techniques are being 

developed by various researchers. This paper reviews the various electrical methods of 

measuring soil moisture, such as the dielectric method, electrical resistance method and 

electrical capacitance method. 
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1.  Introduction 
 

Soil moisture is the water content in the soil. The 

permittivity of the soil is dependent on the water 

level present in the soil. Development of weather 

patterns and the production of precipitation depend 

on soil moisture [1]. Measurement of soil moisture 

is important for irrigation schedules. By measuring 

the soil water content, soil moisture can be 

determined. 

 

Soil moisture is important for the plant’s 

growth. Moist soil increases the rate of diffusion 

because soil water is the pathway for ion 

movement and thickness of water film determines 

the ease of nutrient movement to the root [2]. Thus, 

it is important to keep the soil moist to the desired 

level for healthy crops. Soil moisture content is 

measured using different electrical techniques. 

 

2. Electrical Methods of Soil 

Moisture Measurement 
 

The following techniques employ the electrical 

properties of the soil to measure the moisture 

content in the soil: Electrical resistivity and 

dielectric constant. 

 

2.1 Electrical Resistivity Technique 

 

The principle of electrical measurement of soil 

moisture was first reported by Whitney et al. in 

1897 [2]. Electrical resistance technique operates 

on the principle that resistance between two 

electrodes immersed in the soil will depend on the 

moisture content of the soil [2]. Later, J. A. Munoz 

et al. [3] observed the electrical resistivity of 

natural unsaturated loess, a loosely compacted 

yellowish-grey deposit of wind-blown sediment. 

Cylindrical specimens were extracted from the 

ground for that purpose. The system used a 

precision balance to measure the change in water 

mass, of a metallic cylindrical mould housing the 

specimen of a plastic cover disk accommodating 

the resistivity probe as well as covering the 

specimen to avoid evaporation at the time of 

measurement. The electrical resistivity probe was 

used for measuring the resistivity of soil with 

variation in moisture. The volumetric water content 

increased from 5.8% to 38.5% with a decrease in 

resistivity from 338 Ω-m to 8 Ω-m. For dry soil, the 

resistivity reached values higher than 50 Ω-m. At 

lowest degrees of saturation, resistivity is highest 

and vice versa. 

 

Sudhir et al. [4] used electrical resistivity 

method for determining the water content in the 

sand. Figure 1 shows the setup for measuring the 

electrical resistivity of sand. The oven dried sand 

and bore well water was used for preparing the 

sample. The predefined water quantity is added to 

sand and kept in plastic bags for 24 hours in a PVC 

mould in 3 layers. The mould is cylindrical, and the 

ends are pressed with copper plates, which behave 

as the outer electrodes. Two other copper rods were 

placed inside the specimen with a spacing of 

0.0424 m. DC voltage ranging from 0 to 30V is 

applied to the outer plates, and the resistivity is 

measured. One 2K resistance is inserted in series 

with the specimen to measure the current. At a low 

water content of 1.02%, the resistivity is 

undetermined. For 30V DC supply, electrical 

resistivity value varied between 49.723 to 297.666 

Ω-m and the mean is 140.913. The analysis showed 
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that the ER increases with a decrease in moisture 

content. 

 

 
Figure 1: Setup for measuring electrical resistivity 

of sand [4]  

 

Soil sample extracted from the field may 

not have the same resistivity as that of the field 

because of their degree of compaction. However, 

the moisture content in them would remain the 

same, if kept in a sealed container. W.  John 

McCarter [5] found the electrical resistivity 

characteristics for compacted clays. Figure 2 shown 

below is the setup for measuring the resistance of 

the compacted clay.  

 

The sample was compressed into a 

conductivity cell. The electrical resistance is 

measured by Terrameter. The two-electrode model 

of electrical resistivity measurement is used over 

the four-electrode model as it nullifies the 

uncertainty over the cross-sectional area and 

electrode sample coupling. After testing, the clay is 

remixed and compacted to ensure the moisture 

remains constant. At saturation, the moisture 

content remained constant. The resistivity dropped 

as the volumetric water content is zero and 

increasing the same showed change in resistivity. 

Similarly, it has been observed that increasing the 

degree of saturation also decreases the resistivity. 

Resistivity is thus a function of moisture content 

and degree of saturation. 

 

 
Figure 2: Schematic diagram of sample resistance 

measurement [5] 

The soil water content of maize farm with 

sandy loam soil is investigated using a vertical 

sounding technique [11]. The electrodes used were 

made of copper wires supported by wood. Copper 

wires are the conducting medium and wood 

supported wires in the ground. The electrodes were 

connected to 40m long cable with an electrode 

separation of 0.2m. The electrodes are inserted into 

the ground close to the plants. The jumpers 

connected to the copper part of electrodes through 

cable take-outs are connected to WWEN32S 

protocol. The resistivity obtained was in the range 

of 40-60 Ω-m for the sandy loam soil. 

A clear relationship exists between the soil 

moisture and soil resistivity, which makes the 

electrical resistivity method simple and reliable. 

 

2.2 Dielectric Technique 

 

Time Domain Reflectometry (TDR), capacitance 

technique and Frequency Domain Reflectometry 

(FDR) are the techniques that use the dielectric 

property of the soil for measuring soil moisture 

content. 

 

2.2.1 Time Domain Reflectometry (TDR) 

 

The apparent dielectric constant is measured by 

measuring within the time region the round trip rate 

of electromagnetic waves at a constant frequency (a 

high frequency from 30 MHz to 3 GHz) to and 

from metal electrodes buried in the soil. The cable   

tester   produces   high-frequency   electromagnetic 

pulses and monitors reflected waves, rods inserted 

into the soil, the cable connecting the tester and 

rods. [6]. 

 

Spatial variations play a key role in the 

Terroir effect. Terroir effect involves the 

environmental factors affecting a crop’s epigenetic 

qualities. Spatial variation in soil water is barely 

considered while measuring with TDR. TDR 

measures a small volume of soil, so no information 

of lateral spatialization is observed [7]. 

 

2.2.2 Capacitance Technique 

 

The moisture content can be measured by 

measuring the dielectric constant, which can be 

measured by capacitance. The dielectric constant of 

water is 81 (approx.), 3 to 5 (approx.) for dry soil, 

and 1 (approx.) for air. The capacitance method is 

used for measuring the moisture content of soil; 

because, the dielectric constant increases with an 

increase in the water content. Capacitance, C is 

directly proportional to the dielectric constant, Kd. 

 

𝐶 =  𝐺𝐶 𝐾𝑑  
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Where Gc represents the shape factor that is 

dependent on the  size  and  shape  of  the  

capacitance  sensor  and  the distance between the 

electrodes [6]. Figure 3 below shows the schematic 

diagram of soil moisture measurement using 

capacitance method. The capacitance sensor 

consists of two electrodes, which are to be 

immersed in the soil. The two electrodes form the 

capacitor and soil act as the dielectric material. 

Change in the frequency of the oscillator indicates 

a change in soil moisture [10]. 

 

 
Figure 3: Schematic diagram of soil moisture 

measurement using capacitance 

technique [10] 

 

T. J. Dean et al. [8] used the bridge 

method with 30 MHz, which required manual 

balance to measure the dielectric constant. The 

probe is directly inserted into the soil surface 

layers. The calibration is done by the gravimetric 

method. The sensor inserted in the access tube 

measures the capacitance of the electrodes with a 

dielectric comprising of moist soil surrounding the 

access tube. Aluminium probes are installed to 

minimize the soil disturbance and possibility of air 

gap around the access tube. For a capacitance 

probe, the air gap is significant because of its 

sensitivity. For that purpose, a steel rod was used to 

set up an annular gap tapering. Thus, the technique 

can tolerate air gaps while installing the access tube 

without prejudice to accuracy. 

 

Measurement of frequency is one of the 

factors affecting the sensitivity of the capacitance 

sensor measurement. Kizito et al. [9] constructed a 

moisture probe with 5.2 cm long pongs. Sensor 

performance was obtained by partial vertical 

immersion of sensor pongs in known salt solutions. 

The sensitivity of the probe with changing salinity 

decreased with the increase in frequency. Further 

increase in frequency did not reduce the sensitivity 

any further. 

 

2.2.3 Frequency Domain Reflectometry (FDR) 

 

FDR measures the interference waves produced 

when electromagnetic waves emitted on  

continuous  frequencies  (100 MHz  to 1.7 GHz) in 

the frequency region as they complete a round trip  

at  the  sensor rod  inserted  in  the  soil, allowing 

the determination of the dielectric constant from 

peak features [6]. Figure 4 shows the schematic 

diagram of FDR for soil moisture measurement. 

The FDR has the same working principle as that of 

the Capacitance Technique. 

 

 
Figure 4: Schematic diagram for soil moisture 

measurement using FDR [10]. 

 

FDR probe is better in soils having 

volumetric moisture content lesser than 5% and 

hence, its sensitivity is high for volumetric 

moisture content measurement in relatively dry 

soil. Earlier researches showed that FDR probe 

shows erroneous results, being sensitive to air gaps 

between soil, the access tube and the probe [10]. 

 

3. Conclusion 
 

The researchers have developed various electrical 

techniques viz., Electrical Resistivity (ER) 

technique, the capacitance technique, FDR, TDR 

for measuring soil moisture. Electrical Resistivity 

technique is used for spatial measurement of soil 

water. For monitoring soil water content by ER 

technique, calibration can be performed both in the 

field and in the laboratory. The TDR and electrical 

resistivity method can be used in the field to find 

ER and Soil Moisture relationship. The soil 

moisture results will be different for different 

techniques depending on the factors like salinity, 

soil type, temperature etc. 
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Abstract: As human beings mostly depend on fossil fuels for all of their daily energy 

usages. But due to the exponential increase in the graph of the price of the fossil fuels, as 

well as the gradually decreasing graph of their availability on a large scale, makes the 

people to divert their attention towards a new source of  sustainable energy which could 

fulfil their daily energy needs reliably, efficiently as well as cost-effectively. Among all 

renewable sources, the solar energy is an energy source whose availability is free and in an 

enormous amount; but the main thing is that steps should be undertaken in order to 

harness the solar energy properly. The following contents in the paper are based on the 

ways that how solar energy could be harnessed profitably. 
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1.  Introduction 
 

Solar energy is free from pollution and noise; thus 

a clean source of energy [2]. PV systems are easy 

to get installed and are long lasting while the cost 

of maintenance and operation are minimal [1]. 

Also, it has no parts that move when oriented in a 

particular angle, so no fear of breakage [11]. Thus 

the abundant or inexhaustible [11] nature of solar 

rays and its reliable operation as well its non-

degrading nature without any public fear; leads to 

its prime worthiness. Efficiency, reliability, and 

cost are the basic parameters, which acts as a wheel 

for its success commercially [3]. The visible range 

of the solar rays contains the highest energy 

density, that is why, whatever the solar cell type is, 

it is designed in such a way that the cell performs 

better by absorbing the sunlight properly in the 

visible range. Sunlight is composed of (i) Direct or 

beam radiation- sunlight received by the surface of 

the earth, (ii) Diffuse radiation- also called 

scattered sunlight, and (iii) Albedo radiation- the 

reflected sunlight from the ground. The sum of 

these three components of light is called global 

radiation. When this global radiation enters the 

atmosphere of the earth, the molecules that are 

present in the atmosphere faces three situations, i.e. 

absorption of the light, scattering of the light and 

passing of the light unaffected. The ozone layer of 

the atmosphere absorbs the ultraviolet (UV) region 

of the sunlight; along with that CO2     is absorbed 

by visible region and water vapour particles are 

absorbed by the infrared region. The best advantage 

of the photovoltaic (PV) panels is that they are able 

to absorb both the direct and diffuse irradiations, as 

a result of which PV panels functions even on 

cloudy days [7]. The standard condition for testing 

a solar cell during its designing is under the 

Standard Test Conditions: Air Mass 1.5 (AM1.5). 

It specifies a module temperature of 25°C, an 

irradiance of 1000 W/ m² with an air mass 1.5 

(AM1.5) spectrum and zero wind speed. Going 

back to its history then we got that in 1839, 

Alexandre Edward Becquerel was the first person 

to discover the Photovoltaic cells, which are based 

on the photovoltaic effect. He found it while 

experimenting with an electrolytic cell that certain 

materials are there which generates a little amount 

of current when it is exposed to the light. But, he 

did not provide any details regarding the factors 

based on which the electron’s generation from an 

irradiated metal varied by changing the wavelength 

of light. Then Albert Einstein in 1905, based on his 

research described the photovoltaic effect as 

nothing but the photoelectric effect, which means 

that light acts as a particulate matter. Later, Russel 

Ohl in 1946, invented the first modern solar cell 

made of silicon [2]. 

 

1. Solar Cell Basics (PN Junction) 
 

To construct a solar cell, a p-n junction is required 

in semiconductors, which is created through 

dopants. A p-n junction cannot be made just by 

placing a p-type and an n-type semiconductor in 

close contact with each other because at the atomic 

level, at their junctions the continuous contact is 

not possible; that’s why both the acceptor and 

donor impurity must be grown on the same crystal. 

The ‘n-type’ side of a semiconductor has dopants 

from either group a V or VI column materials of 

the periodic table with one electron, that it wants to 
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remove from the valence band to the conduction 

band; and the ‘p-type’ side of a semiconductor has 

dopants from either group II or III column 

materials in the periodic table, that want to 

accumulate an electron. In n-type, electrons are the 

major charge carriers and holes are minor charge 

carriers; but in p-type it is totally opposite to that of 

the n-type. But, whatever be the level or type of 

doping, the doping does not disturb the overall 

charge neutrality of the semiconductor. Along with 

that, as long as the lattice structure remains the 

same, the rate of recombination, as well as the rate 

of generation, remains the same. Also, further we 

see the energy band or band gap energy (E.g., 1.17 

for Silicon (Si) and 0.74 for Germanium (Ge)), 

which is comprised of enormously large number of 

energy levels which are closely spaced within a 

very small range of energy. Then, there is the 

Fermi energy, i.e., the energy level corresponding 

to the Fermi level, which is defined as the highest 

energy level in the conduction band filled up with 

electrons at absolute zero temperature. When we 

see the p-n junction, we get a small portion of the 

junction, which is devoid of any free charge 

carriers or what we call it as “immobile ions 

region”; this portion is called depletion layer [4]. 

 

The process of solar energy conversion is 

explained with the help of Figure 1 below. 

 
Figure 1: operation of a PN device [22] 

 

When light or photon energy hits the 

semiconductor, and the incident light has the 

energy equal to the band gap energy then it extracts 

an electron from the valence band to conduction 

band. But if less, then it does not extract. Also, 

there is an important point that if the incident 

photon has energy more than the band gap energy, 

it will extract an electron; but along with that, it 

releases the extra amount of energy as heat which 

is a loss to the system. Thus, there is an electron in 

the conduction band and a hole is created in the 

valence band. Now, when the semiconductor is 

connected across an external load, the mobile 

electron moves through the external circuit to the 

load and in turn, again comes back to the valence 

band to fill up the hole created earlier; and in that 

way, again an electron moves to the conduction 

band. In this way, the flow goes on [22]. 

 

2. Solar Cell Characteristic 

Equations 

 

Solar Cell I-V Characteristic Curves show the 

current and voltage (I-V) characteristics of a 

particular photovoltaic (PV) cell, module or array 

giving a detailed description of its solar energy 

conversion ability and efficiency. Knowing the 

electrical I-V characteristics (more importantly 

Pmax) of a solar cell, or panel is critical in 

determining the device’s output performance and 

solar efficiency. Solar cells produce direct current 

(DC) electricity and current times voltage equals 

power so that we can create solar cell I-V curves 

representing the current versus the voltage for a 

photovoltaic device. Solar Cell I-V Characteristics 

Curves are a graphical representation of the 

operation of a solar cell or module summarising the 

relationship between the current and voltage at the 

existing conditions of irradiance and temperature. 

I-V curves provide the information required to 

configure a solar system so that it can operate as 

close to its optimal peak power point (MPP) as 

possible. Solar Cell I-V Characteristic Curves are 

graphs of output voltage versus current for different 

levels of insolation and temperature and can tell us 

a lot about a PV cell or panel’s ability to convert 

sunlight into electricity. The most important values 

for calculating a particular panel’s power rating are 

the voltage and current at maximum power. 

 
Figure 2: Solar Cell I-V Characteristic Curve 

 

Figure 2 shows the I-V characteristics of a typical 

silicon PV cell operating under normal conditions.  

 

The I–V characteristic equation for solar cell is as 

mentioned in eqn. (1): 
 

𝐼 = 𝐼𝐿 −  𝐼0(𝑒 
𝑞𝑣

𝑛𝑘𝑇 –  1)      ………………….. (1) 
 

Where IL is the light generated or load current; I0 is 

dark saturation current (depends on the 

recombination of the solar cell) 

q = 1.6 × 10
-19

 C (q is the charge of an electron) 

k (Boltzmann constant) = 1.38 × 10
-23

 J / Kelvin 

 
The cell current at various irradiance levels can be 

expressed as in eqn. (2): 
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        ………………………. (2) 
 

Where, G0 (photogeneration rate) = 1 kW/m
2
 at 

AM1.5 

 

The power extracted from a PV cell is as 

mentioned in eqn. (3): 

Pcell = Vcell × Icell      ……………………………  (3) 

 

The open circuit voltage (Voc) is logarithmically 

dependent on the cell illumination level and the 

short circuit current (Isc) is linearly dependent on 

the cell illumination level. Voc, i.e. the maximum 

voltage available from a solar cell, occurs when no 

current is flowing through the solar cell. Isc, i.e. the 

maximum current flows through the solar cell, 

when the voltage is not present across the solar cell 

(i.e., short-circuited cell). 

 

Voc (measures the amount of recombination) can be 

expressed as in eqn. (4): 

 

   ………………….  (4) 
 

where ‘n’ is the ideality factor and it is the measure 

of how closely the diode obeys the ideal diode 

equation.  

 

The short-circuit current Isc (due to collection and 

generation of light carrying charges) is expressed 

as in eqn. (5): 
 

Isc = qG(Ln + Lp)    …………………………….  (5) 
 

where Ln and Lp are the electron and hole diffusion 

length respectively. 

 

The Fill Factor (FF) in eqn. (6) characterizes the 

non-linear electrical behaviour, thus determines the 

quality of the solar cell. 

     ……………………………  (6) 

where Vmp is the maximum voltage and Imp is the 

maximum current. 

 

The maximum power output from the solar cell can 

be written as eqn. (7): 
 

Pmax = (Isc × Voc × FF)      …………………......  (7) 
 

The power conversion efficiency can be expressed 

as in eqn. (8): 
 

   ………………………......  (8) 

 

3. Types of Solar Cells 
 

Basically, here we will discuss only the following 

three types of solar cells: Mono or single 

crystalline (sc-Si), Multi or poly crystalline (mc-

Si), and thin film solar cells (TFSC). Crystalline 

silicon is the most common type of solar cell 

among all those that we have. The reason behind it 

is that silicon is abundant and non-toxic; which is 

made of Sn sand. But, its major disadvantage is that 

the absorption of light by silicon is relatively weak, 

which in turn necessitates having a high thickness 

of the silicon layer in order to absorb the light 

efficiently and appropriately. Also, silicon is brittle 

material, which limits the lower boundary on its 

thickness. Along with that, the doping of silicon 

must be done in a clean environment to control the 

impurities if any. Because of this thickness 

limitation only, the material cost and thus the 

construction cost of silicon solar cells goes high. 

However, due to its inherent quality of lower defect 

density at the junctions, it has the highest energy 

conversion efficiency till date.  

 

The sc-Si and mc-Si solar cells are very 

similar in their performance. The basic difference is 

that mc-Si based solar cells have slightly lower 

efficiency in compared to sc-Si based devices due 

to the difference in the defect structures, which are 

developed during the directional solidification or 

ingot casting in mc-Si while the crystal growth 

process was going on. It also leads to premature 

recombination of electrons and holes in mc-Si [22]. 

Along with that, sc-Si solar cells are more efficient 

in warm weather. So, as the temperature goes up its 

solar electricity output does not degrade severely as 

in mc-Si solar cells (in practice, the difference is 

very small) [7]. Hence, sc-Si is less expensive than 

mc-Si. Also, there is a provision that if we want to 

eliminate the waste during wafer slicing, 

continuous ribbon growth technologies such as 

Edge Film-fed Growth (EFG) and a process called 

String Ribbon could be adopted[22].  

 

TFSC is a second-generation solar cell 

whose basic advantages are as follows: it is 

flexible; it involves a low-cost economy in terms of 

raw materials [21]. It has less weight per unit of 

power [7]. It shows good performance under low 

light conditions like during partial shading or in 

extreme heat, its mass production capability with 

varied sophisticated deposition techniques (like- 

homo, hetero and Schottky). It shows high light 

absorption capacity due to its extremely small 

thickness with small diffusion length, and its high 

recombination velocity makes it the cheapest type 

of solar cell in comparision to sc-Si and mc-Si solar 

cells (1st generation) solar cells. But, a little 

amount of disadvantage is that it is somewhat less 

efficient, requires more space for orientation [10] 

and has fast degradation which implies shorter life 

span in comparision to (sc-Si and mc-Si). TFSCs 
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are basically made of materials such as amorphous 

silicon (a-Si), cadmium telluride (CdTe) and 

cadmium indium gallium selenide (CIGS) or 

cadmium indium selenide (CIS). It is comprised of 

several layers consisting of different elements like 

the absorbing layer, an oxide layer, which is 

transparent and conducting (TCO) or called as 

transparent conducting oxide, a window layer, and 

rear metal contact layer [22]. The properties of all 

of these layers and its interfaces are the optimum 

factors that affect the actual efficiency of the cell.  

 

Again, we have organic and inorganic thin 

film solar cells. Organic solar cells are several 

times thinner than inorganic solar cells, thus have 

high absorption capacity; so it has a slightly higher 

efficiency. Along with that, organic solar cells have 

a higher affinity for chemical modification or one 

can say that via chemical synthesis techniques, 

several arrangements or modifications could be 

done at molecular level adjustments (better than 

atomic level arrangements) [4]. But, if we see the 

energy required to dissociate the excited states or 

excitons (formed by the absorption of photons), it 

is approx 0.5 eV for organic, whereas few milli eV 

for inorganic. Some examples of organic solar cells 

are fullerene, polypyrrole, polyaniline, etc. Some 

examples of inorganic solar cells are CdS, CIGS, 

cadmium selenide (CdSe), etc. Along with that, by 

combining organic matter and inorganic matter, 

one more types of solar cell called biohybrid solar 

cells had been developed by the researchers 

[12,13]. Hence, the organic photovoltaic devices 

have the advantage of low weight, good flexibility, 

semitransparent, easily gets integrated into other 

products, less manufacturing cost, shorter period of 

energy payback, etc. [3,16].  

 

The voltage rating (Vmp / Voc) of the 

crystalline is around 80% to 85% whereas for thin 

film is around 72% to 78% [10]. Along with that, 

the temperature coefficient and fill factor value of 

the thin film is lower than a crystalline silicon [10]. 

As the absorbing layer gets thinner; its light-

absorbing capacity goes on enhancing. Hence, 

TFSC is a journey to attain the highest efficiency 

level that could be achieved from light. We have 

two types of configurations for the thin film: the 

superstrate and the substrate as shown in Figure 3. 

The main difference between these is that the 

substrate, which provides a layer of support to the 

thin film cell. Superstrate type has a transparent 

glass substrate, e.g. CdTe. Substrate type has a 

non-transparent substrate (metal or metallic coating 

on a glass/plastic), e.g. CIGS/CIS. Substrate type is 

cheaper comparatively [22]. But, the major 

disadvantage of the CdTe and CIGS is that 

cadmium is toxic which causes environmental 

problems; as well as Indium and Gallium are very 

rare metals that are available.  

 

 
Figure 3: Types of configurations [22] 

 

4. Losses of Incident Light Over the 

PV Cell 
 

The whole portion of the incident light over the PV 

cell is not converted into electrical energy as shown 

in Figure 4. A major amount of it gets lost due to 

the following reasons. Since, every differently 

composed PV material has a specific range of 

spectral bandwidth that it is suited for, hence if the 

bandwidth of light incident does not match with the 

particular cell requirement, then the PV cell does 

not absorb that light; instead, that light creates only 

heat on the surface of the cell, which is not 

purpose. Recombination, resistive heating, 

electrical resistance losses or the electrical 

interconnects, shadowing, module inefficiency, 

optical reasons like scattering and reflection 

(highest loss) at the surface of the solar cell are also 

the factors that contribute to the system loss. By 

creating cohesive (well bonded) surfaces and 

interfaces within the solar cells, the losses during 

manufacturing could be prevented [22]. With a 

motto to improve the light trapping or light 

absorption, manufacturers try to modify the design 

of a solar cell in such a way that whatever the light 

enters its path length, should be there as long as 

possible for better absorption of light by the cell 

[5]. Actually, here in order to improve the 

absorption of light, the top contact coverage layer 

surface of the solar cell has to be minimized in 

order to reduce the amount of area that blocks light 

from reaching the cell [20]. Practically, only about 

25% to 29% of the incident light energy can be 

converted into electrical energy. 
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Figure 4: Losses in a solar cell [9] 

 

5. Antireflection Coatings 

 

The prime objective of the antireflection technique 

is to trap more light in compared to that the cell 

could originally do. A coating of anti-reflecting 

material is provided on the very top layer of the 

solar cell in order to reduce the optical losses 

(normally reflection) when the light is incident on 

the surface of the cell. The coating layer may be 

mono or double depending on the user requirement. 

If the amount of light, which is reflected back 

could be reduced to an optimum level or reducing 

the surface recombination, then only the absorbing 

level as well the conductivity level of the cell could 

be increased and in turn, the efficiency level could 

be enhanced to a certain extent. Monolayer coating, 

generally of SiNx or SiO2, has the lowest 

reflectivity but it shows its good result only within 

a certain small bandwidth. And, the double layer 

coating is formed by combining SiNx and SiO2. 

Double layer coating is created by oxidizing the Si 

surface first at high temperature and then a Plasma-

Enhanced Chemical Vapor Deposition (PECVD) 

coating of SiNx is applied to it. A better quality of 

SiNx is obtained if it is deposited by employing 

high-frequency PECVD. (TCO) also performs as 

an anti-reflection coating or as a conductive 

electrode, which creates voltage depending on the 

photoelectric effect. It has a wide bandgap and it is 

transparent for the visible light [22], e.g. indium 

doped tin oxide, Aluminium doped zinc oxide, etc. 

Along with that, at the bottom, reflecting coating 

layer should be used to a certain extent such that 

there would be a total internal reflection of the 

absorbed light and hence more absorption and thus 

higher conductivity [22]. 

 

5.1 Types of Antireflection Coating 

Methods 

 

(a) An antireflection technology, where the black 

silicon coating (black colour absorbs more light 

even at lower angles with very less reflectivity 

[11]) is provided on the top the solar cell is 

catalysed in order to create a layer where the 

refractive index gradually changes when the light is 

incident on it. Here the motto behind is to create a 

layer of nanostructures whose light absorbing 

wavelength limit is less than the wavelength of 

incident light. Along with that grading is done 

across the thickness of the silicon layer. This small 

modification in the refractive index of the coating 

layer enables the light to penetrate further into the 

cell instead of being reflected away; thus the light 

absorption is enhanced [23]. 

 

(b) Pyramidal texturing (in Figure 6) is one more 

antireflection technology, which etches away the 

material used on the top of the solar cell in order to 

create very small pyramid-like structures. Now, 

when light (photon) incident on these pyramidal 

structures, it either gets absorbed or reflected onto 

another pyramid, creating another opportunity for 

the photon to get absorbed as much as possible. By 

this way, these pyramids effectively enhance the 

chance for the photon to get absorbed. Generally, 

TMAH (Tetra Methyl Ammonium Hydroxide) is 

used with the silicon surface with the motto to 

create reliable pyramidal structures. Now a better 

idea is that if both the black silicon and pyramidal 

texturing method is combined as shown in Figure 

5, then the light absorption could be doubly 

enhanced. It decreases the amount of blue light 

recombination as well as it creates an even better 

antireflection possibility. However, passivation and 

difficulty in large-scale applications are its two 

weaknesses [21]. 

 

 
Figure 5: Cross section of black silicon with 

pyramid architecture [22] 

 

 

 
Figure 6: Inverted pyramid structure [22] 

 

(c) One more method of antireflection technology 

that appears almost similar to the pyramidal 

texturing methods is moth-eye texturing, which 
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employs the idea of formation of pillars with 

narrowed structural orientation as appears in moth 

eyes, as shown in Figure 7. But, this moth eye 

creation process is an expensive step, because 

pillar-like structures with higher ratios are difficult 

to create and align [22].  

 

 
Figure 7: Moth texture [23] 

 

(d) One more method is to form a bump and 

sponge-like nanostructures by growing a thin layer 

of (SiO2) on triacetate polymers in as shown in 

Figure 8. Here the (SiO2) provides dual protection; 

it enhances performance as well as provides a 

protective layer to the nanostructures that are 

developed [22]. 

 

 
Figure 8: Bump structure [22] 

 

(e) We have one more option for the antireflection 

method and that is to use a large grain size (SnO2) 

thin film over the top layer as shown in Figure 9. 

Due to its rough surface texture, it improves the 

light trapping by the solar cell [22]. 

 

 
Figure 9: Thin film of SnO2 on top layer [22] 

 

6. Plasmonics 
 

Generally, errors arise when the thin film solar 

cells trap light and plasmonics acts as a solution to 

the said problem as shown in Figure 10. 

Plasmonics are actually defined as the resonant 

oscillations of free or conducting electrons 

collectively between a metal and a dielectric or 

positive and a negative permittivity materials, 

which is stimulated by incident light as a source 

thus resulting into a resonant frequency [15]. It is 

also broadly described as the interaction of 

conducting electrons (charges with the EM waves). 

When the wavelength of incident light converges 

with the wavelength of the oscillatory wave, i.e. 

Plasmon, then it leads to higher absorption of 

photons. These plasmons act like dipoles. Here, the 

wave is only due to the oscillation of nano particles 

that happens due to the interaction between the 

charges. Size, shape, and dielectric properties of the 

medium are the factors, on which the formation of 

surface plasmon wave depends. An ideal plasmon 

wave does not have nodes in the semiconductor. 

Metals formed of noble gas compounds are best 

applicable for the nano particles when used for the 

PV purposes because it shows resonance in the 

infrared and visible frequencies [22]. 

 

 
 

Figure 10: Plasmon [22] 

 

 

7. Negative Index Metamaterials 

(NIM) 
 

NIM is a method of improving light absorption and 

reducing the light reflecting back. It is an 

artificially man made material whose observed 

properties are not seen in nature. It refracts the 

incident light on the same side of the normal to the 

surface (opposing the standard rule of light 

refraction) as shown in Figure 11. A small change 

in the geometry of the NIM structures causes the 

refractive index to become positive; it implies that 

structures exhibiting NIM property are extremely 

sensitive to its geometry. Actually, NIMs are the 

improved version of fishnet structure (as shown in 

Figure 12), which is a combination of a cross and a 

circle employed for linear polarizations arbitrarily. 

Within the improved structure, the current density 

is very high, thus it leads to a high magnetic 

resonance [22]. 
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Figure 11: NIM refraction property [22] 

 

 

 

 
Figure 12: NIM fishnet structure [22] 

 

 

8. Solar Multijunctions 
 

The construction of practically powered PV 

modules becomes possible by changing the 

material from amorphous silicon (a-Si) to 

amorphous silicon hydrogenated (a-Si:H), because 

a-Si:H is well suited for doping and alloying with 

other materials and fabrication of junction devices. 

But, a single junction (a-Si:H) solar cell faces the 

problem of degradation of the material when 

induced by the light for a long time. Thus, it leads 

to the reduction in the energy conversion efficiency 

in the very initial stage of operation of the solar cell 

and following to it that solar cell then stabilizes at a 

lower efficiency (approximately 30% less than the 

initial value). So, one possible solution could be the 

use of a thin intrinsic layer in order to generate a 

high internal electric field and lessen the sensitivity 

to the distortions appeared. But, this thin intrinsic 

layer, further results in the reduction of absorption 

of light or energy by the solar cell. However, this 

amount of reduction in efficiency due to a low 

amount of light absorption could be compensated 

to some extent by the multiple p-i-n structures, 

which is composed of several amorphous silicon 

layered structures as shown in Figure 13. Thus, a 

heterodyne junction is created by using multiple p-i 

or i-n junctions. The mc-Si has a higher electron 

mobility as well as a high light absorption 

coefficient due to the presence of silicon 

crystallites. Multijunctions are best suited for 

concentrator solar plants [22]. 

 

 
Figure 13: Multilayered a-Si solar cell [22] 

 

Now, in order to connect the 

multijunctions, wafer bonding and layer transfer 

processes are used. In wafer bonding [22] (interface 

made is very strong), the two materials that are 

required to be bonded to be atomically flat. After 

that, they are pressed together and heated up, and 

due to their planarity property atoms are allowed to 

diffuse between the materials; as a result of which 

current easily passes through it thus enhances the 

efficiency. And, the other method is the layer 

transfer processes [22], in which the crystalline 

films are grown on an expensive substrate 

(reusable) and then moved to create the 

multijunction. 

 

9. Environmental Impact on Solar 

Cell 
 

(i) Effect of dust on the PV cell’s performance: 

 

The minute solid particles whose size is less than 

500 nm in diameter are regarded as dust. Once the 

dust is deposited on the cell, it attracts more dust to 

be deposited; so better is that the already deposited 

dust has to be removed as fast as possible. The dust 

settlement on solar module depends on the tilted 

angle and the finishing of the surface of the 

module, as well as humidity and wind speed 

prevailing in the environment at that moment. If the 

modules are tilted at a large angle, then a lesser 

amount of dust is deposited; and thus the drop in 

transmittance reduces. Fine dust particles are more 

dangerous than the coarser dust particles. High 

wind speed leads to high deposition of dust on the 

module; thus leads to the deterioration of the 

module. Along with that higher humidity level 

enhances the dew formation on the top of the 

module, and if in that period wind flows with fine 

dust; then the highest amount of dust will get 

deposited; hence the poor output of the module 

[19]. 

 

(ii) Effect of wind velocity on PV cell 

performance: 

 

With the increase in the air velocity, the 

temperature of the solar cell drops, which implies a 

better PV cell efficiency [19]. However, as 

mentioned earlier, high wind speed leads to dust 

deposition on the module. There is another side to 

it called shading, which happens due to the 

scattering of dust as well as nearby particles due to 
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high wind speed; thus, leads to poor performance 

of the solar system as depicted by the in eqn. (9). 

 

Performance Ratio = 
𝑃𝑚𝑒𝑎𝑛  × 𝑃𝑚𝑎𝑥

𝐺

100

    ........... (9) 

 

where, Pmean = mean power output (W); 

Pmax  = maximum power output (W) 

 

 

(iii) Effect of Humidity on PV Cell Performance 

 

As mentioned earlier, high humidity leads to dust 

deposition on the module. Along with that, there 

are two directions, which need to be monitored 

[19]. The first side is that the effect of water vapour 

particles on the irradiance level of sunlight and the 

second way is the humidity ingression in the solar 

cell enclosure. Light after hitting the water droplets 

may be refracted, reflected or diffracted. There is a 

non-linear effect of humidity on the irradiance of 

sunlight as shown in Figure 14. Moreover, 

irradiance creates little variations in a non-linear 

manner and creates large variations linearly as 

shown in Figure 15. This non-linearity is due to the 

non-uniform distribution and wide range of the size 

of water vapour particle. Also, the scattered angle 

is inversely proportional to the size of water vapour 

particles. 

 

 
Figure 14: Solar irradiance v/s Relative Humidity 

[19] 

 

 

 
Figure 15: Voc and Isc v/s Solar irradiance [19] 

 

 

 

10. Reliability of PV Cell 
 

The necessary parameters that are required in order 

to determine the break-even characteristics of PV 

modules are reliability and longevity. All those 

etching steps that are adopted in order to remove 

the cracks or defects that are formed during the 

wafering process while manufacturing if fails in its 

performance,  then the module shows problems in 

its operation. Here we can not discard the situation 

of performance degradation by the solar cell in the 

interfaces completely; it will be present even in a 

very small scale also; because always a heat is 

generated on the cell when the photon is incident 

on it or we can say heat is a by-product of photon 

energy conversion. In order to obtain a cell with 

good reliability conditions; the interfaces that we 

have in the solar cells must be robust against the 

thermal cycling. Cracks may also be seen during 

the mechanical movement of the solar cell like 

when the cell was being installed or maybe during 

transportation. Sometimes, cracks may also appear 

due to the moisture seepage caused by rain; thus, 

dew gets into any slight cracks hence percolate into 

the cells ultimately leads to the non-uniformity of 

the interfaces; in turn the performance of the solar 

cell deteriorates, e.g. light absorption capacity gets 

reduced, moisture absorption increases hence 

critically damages the cell. A large amount of heat 

and UV radiation is developed on those 

multijunctions that are applied in concentrator solar 

systems, which in turn, the lifetime of the cell 

diminishes. So, as a solution to achieve the 

reliability conditions or to avoid the cell failure, the 

material used for the construction must have the 

properties like- robustness, durability, heat 

resistant, water resistant, flexibility [22]. 

 

11. Cost 
 

The cost required in order to construct a solar cell 

governs by both the reliability and efficiency of the 

solar cell. The cost incurred is subdivided into 

Short-term cost and Long-term cost [22]. Short-

term cost includes the cost of buying the raw 

materials cost, installation as well as transportation, 

then manufacturing cost, reliability testing cost. 

Long-term cost is basically based on life 

expectancy of the solar cell which involves the cost 

of maintenance like replacing the cells after 

prolonged use. Ultimately, our main aim is to 

determine the solar cell with the best design and 

least cost as much as possible without sacrificing 

efficiency and reliability. But, there is a general 

logic that the cells with high efficiency are more 

costly. Likewise, cadmium is too toxic; tellurium 

and indium are so rarely found that it cannot 

provide a strong support to the total energy 

production. Hence, a trade-off will always be there 

in order to maintain balance between efficiency, 
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reliability and cost. Energy payback is a very 

complicated metric to calculate, because of the 

large variance in data obtained. Payback period 

varies from one cell to the other depending on 

factors like- type of raw material used, installation 

location, reliability, and manufacturing processes. 

The standard lifetime for a solar cell is generally 30 

years (bulk production of solar cell always has a 

lesser efficiency than a cell that is developed in a 

lab, because when constructed in bulk it generates 

heat which further reduces the efficiency of the 

solar cell). Applications of solar cells include 

power plants, homes, commercial uses, ventilation 

systems, remote applications, solar cars, solar 

lightings, etc. [11]. 

 

12. Market Share and Efficiency 
 

If we look on market share with present efficiency 

levels (as obtained from the website of National 

Renewable Energy Laboratory (www.nrel.com). In 

2013, TFSC accounted for about 9%. In 2015, 

TFSC accounted for about 9(+7)%. Rest of the per 

cent is occupied by crystalline silicon (sc-Si and 

mc-Si). PCE, i.e. power conversion efficiencies of 

different types are shown in Figure 16. Some of the 

current solar cell manufacturing market leaders are 

mentioned here [14]. 

 

For crystalline silicon: Sharp, Kyocera, Suntech, 

etc. 

For a-Si: Sharp, United Solar, Fuji Electric, etc.  

For CdTe: First Solar, Antec Solar 

For CIGS: Day Star, Shell Solar, Wurth Solar, etc. 

 

 
Figure 16: Power Conversion Efficiency (PCE) 

[22] 

 

13. Conclusion 

 

In this review, the basics on p-n junction and 

further formation of a solar cell, along with the 

necessary characteristic equations have been 

discussed. The types of solar cells have been 

discussed in detail, with more concentration of 

work on thin-film solar and its different 

contributions due to its several advantages. 

However, every system has a loss associated with 

it. Few more methods were discussed like 

antireflection coating, multijunction, negative 

index metamaterials, plasmonics in order to 

construct a cell in such a way that its light 

absorption capacity gets enhanced in turn 

efficiency. Also, we came to know how the solar 

cell or a module responds towards the 

environmental impacts, e.g. dust, wind velocity and 

humidity. A review of the analysis has also been 

done in order to determine the reliability or 

longevity as well as the cost incurred. And finally, 

we have mentioned about the market share and the 

efficiency chart as obtained from the National 

Renewable Energy Laboratory. 

 

The combination of the following factors 

determines the performance of solar cells: 

Radiation at the site, Losses in PV systems, 

Amount of light absorbed and reflected, 

Temperature and climatic conditions, Design 

parameters of the plant, Inverter efficiency, Module 

Degradation due to ageing, etc. [23].  

 

Efficiency, in decreasing order, can be arranged as:  

sc-Si > mc-Si > thin film 

The cost in decreasing order can be arranged as:  

sc-Si > mc-Si > thin film.  

 

Additionally, thin film solar cells have an 

approximate lifetime of 20 years and Crystalline 

solar cells have an approximate lifetime of 25-30 

years lifetime. In, India, the Government is 

carrying out a mission under the name of 

Jawaharlal Nehru National Solar Mission 

(JNNSM). Its objective is to create a policy 

framework for the creation of 20,000 MW from 

solar source by 2022 [23]. 
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Abstract: This paper is a review of the various designs put forward by various people 

regarding the Wireless Power Transfer (WPT). Here the designs have been discussed, along 

with the purpose that the design can be used for, the efficiency of the power produced and 

also the ways to improve the efficiency of the design. The values of various parameters and 

diagrams used are based on the experimental results of various researchers. Finally, a 

suitable conclusion has been drawn regarding the best design, which can be used for WPT 

taking into consideration the various associated factors that have been discussed here. 
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1.  Introduction 
 

Today’s world is governed by various new 

invention and technological advancements. Life is 

now quite easier; everything is just a click away. 

We have wireless Internet, phones, laptops, 

earphones and so on; wireless pieces of stuff are 

the new trend of the generation. Still, at some point 

of the day, we are still tied to the codes as all those 

devices have batteries, which need to be recharged 

and for that, we have to plug in the devices. So why 

not design a Wireless Power Transfer (WPT) 

device. Wireless Power Transfer (WPT) will be of 

great help not only for our day-to-day lives but also 

in the medical field. In our day-to-day lives, we 

will not have to limit ourselves to the use of a cord. 

In medical, it will be a convenient way to supply 

power to small implanted devices such as 

pacemakers and many more. Now we know 

Wireless Power Transfer (WPT) can be of great 

use, but with that, a series of questions arise like: Is 

WPT even possible? If yes, then how to construct 

such a device that will provide WPT? What will be 

its efficiency? …and many more. 

 

There are numerous researches going on 

with WPT and various designs are being put 

forward having different efficiency levels 

depending upon the purpose they are going to 

serve. In this paper, some of the designs will be 

reviewed and respective uses and efficiency will be 

discussed. 

 

2. Wireless Power Transfer Designs 

 
Wireless power transfer (WPT) is the 

transmission of electrical energy from a power 

source to an electrical load, such as an electrical 

power grid or a consuming device, without the use 

of discrete human-made conductors. The various 

designs discussed in this paper are as follows: 

  

(i) Researchers Takumi Noda et al. in their research 

titled “Design Procedure for Wireless Power 

Transfer System with Inductive Coupling Coil 

Optimization Using PSO” [2], presented a design 

procedure for the WPT system based on the class-

E
2
 dc-dc converter, taking into account the 

inductive coupling-coil optimization. 

 

 
(a) 

 

 
(b) 

Fig. 1: Class-E
2 WPT System: (a) System 

Overview (b) Equivalent circuit model for 

dc-to-dc efficiency calculation 
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Here dc-to-dc efficiency, defined as the 

ratio of the output power to the input power namely 

the dc-to-dc efficiency, includes the transmission 

efficiency of the coupling coils, and power 

conversion efficiency of the power converter. A 

class-E switching circuit is used because the class-

E inverter and the class-E rectifier satisfy zero-

voltage switching and the Zero-Derivative 

Switching (ZVS/ZDS) condition and the WPT can 

achieve a high dc-to-dc efficiency at high 

frequencies because of the zero switching loss in 

the power converter. 

 

By using the analytic expression, the 

authors mentioned that it was possible to express 

the coupling part as a transformer model with low 

coupling coefficient, which is a function of the 

physical parameter such as a coil diameter, coil 

height and so on. The Particle Swarm Optimization 

(PSO) is used for reducing the computational 

complexity. Moreover, the laboratory 

measurements agreed with analytical design 

predictions, which show the validity and usefulness 

of the proposed design procedure. The dc-to-dc 

efficiency is a cost function with is maximized by 

using PSO algorithm. They used an air core coil as 

the core materials are limited by the operating 

frequencies and it is difficult to obtain a desired 

shape of the core. 

 

The main challenge faced while 

constructing this type of WPT is the necessity to 

obtain proper components value accurately, which 

is a design problem of class-E circuit design. 

Through experimental verification, it is seen that 

the measured dc-to-dc efficiency at 3.0 cm coil 

distance was 81.1% at 12.8 W output and 1MHz 

operational frequency. The efficiency can further 

be increased by using class-EF or class-E/F
3
  

inverters as they produce 43% and 24% more 

power than that of a class-E inverter respectively. 

 

(ii) Authors Pham Tuan Anh and M. Chen in their 

research titled “Design and Optimization of High 

Efficiency Resonant Wireless Power Transfer 

System” [3], have used the concept of magnetic 

resonant coupling as it is the most promising 

candidate for the midrange transfer of power 

because of its long range and compact dimension. 

And also the concept of high-efficiency Resonant 

Wireless Power Transfer (RWPT) system as it 

discusses the optimal parameters for maintaining 

high power transfer efficiency with respect to 

distance and load variation. 

 

The circuit representations are shown 

below in Figures 2(a), 2(b) and 2(c). 

 
Fig. 2(a): Class E resonant voltage-driven low 

dv/dt rectifier circuit. 

 

 

 
Fig. 2(b): Circuit model for the input impedance of 

the class E resonant voltage-driven low 

dv/dt rectifier 

 

 

 
Fig. 2(c): Rectifier impedance with a parallel 

capacitor 

 

 

The proposed system consists of a class-E 

amplifier with a 6.78 MHz resonant frequency 

coupling coils and a class E rectifier. It can be used 

in a variety of application such as biomedical 

devices, automotive systems, industrial 

manufacturing and some consumer electronics 

while operating at high levels (such as 6.78 MHz 

and 13.56 MHz), which can enable charging 

multiple devices simultaneously. 

 

The output voltage V0 produced in this 

case is DC and ripple free. To minimize the voltage 

and current stress on the diode, as shown in Fig. 

2(a), a class-E rectifier is usually designed to have 

a 50% duty cycle for the rectifying diode. In 

addition, to improve the power factor of the 

rectifier a capacitor is introduced in parallel with Zi 

as seen in Fig. 2(c). The power factor of the 

combined load capacitor impedance is unity. 
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Fig. 2(d): Circuit model of coupling coils 

 

 
Fig. 2(e): Circuit model of coupling coils at 

resonant frequency 

 

 
Fig. 2(f): Circuit model of the class E power 

amplifier 

 

The Figures 2(d), 2(e), and 2(f) represent 

the circuit model of coupling coils, the circuit 

model of coupling coils at the resonant frequency 

and the circuit model of the class-E power 

amplifier respectively. 

 

After stimulating the RWPT system using 

MATLAB Simulink, a resonant efficiency of 93% 

was achieved when the mutual inductance 

coefficient of k = 0.2 was taken at a resonant 

frequency of 6.78 MHz. 

 

(iii) The authors Hiroto Sakaki et al. in their 

research titled “A Novel Wide Dynamic Design for 

Wireless Power Transfer System” [1], proposed a 

novel wide dynamic range rectifier for Microwave 

Wireless Power Transfer (MPT). The key 

component of MPT is a high-efficiency 

RECTENNA (Rectifier + Antenna). They proposed 

a new topology for a wide range dynamic rectifier 

without switches (i.e. no switching loss at all) that 

achieves high RF-DC power conversion efficiency. 

This idea is founded on two types of diode that 

have different threshold voltages. One is a low 

threshold voltage diode (HSMS-285: Avago Tech). 

The other is a high threshold voltage diode 

(HSMS-286: Avago Tech). The circuit 

representation is shown below in Figures 3(a) and 

3(b). 

 

 

 
 

Fig. 3(a): Proposed wide dynamic range rectifier 

 

 

 

 
 

Fig. 3(b): Current-Voltage Characteristics of these 

diodes 

 

  

The red line is for HSMS-285 and the blue 

line for HSMS-286. HSMS-285 deals in case of 

low input power; whereas HSMS-286 deals with 

high input power (HSMS-285 is also active at high 

input power). The proposed rectifier configuration 

at two different configurations can be better 

understood from Figures 3(c) and Fig. 3(d), which 

represent the operation at low-level input and at 

high-level input. 

 

  

 
 

Fig. 3(c): Proposed Rectifier Configuration 

(Operation at low input levels) 
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Fig. 3(d):  Proposed Rectifier Configuration 

(Operation at high input levels) 

 

 

During the low input level, only low-

power rectifying part is active whereas the peak 

rectifying park is inactive as the input power is not 

enough to turn on the peak rectifier. But, in case of 

high input level both the parts, namely low power 

rectifying part and peaking rectifying part are 

active. The F-DC power conversion efficiency is 

given by: 

 
 

where ɳ, Pin, Vin, Rout are Power Conversion Co-

efficient, RF Input Power, DC Output Power, and 

Optimum Load Resistance respectively. The 

dynamic range of power conversion efficiency in 

excess of 50% is 4 dB higher than those 

alternatives reported in the research [1], which 

validates the proposal. The net efficiency of this 

model is 89%. 

 

3. Conclusion 

 

Wireless Power Transfer (WPT) is the transmission 

of electrical energy from a power source to an 

electrical load, such as an electrical power grid or a 

consuming device, without the use of discrete 

human-made conductors. We have discussed three 

different designs for WPT having different 

efficiency levels when operated at their respective 

domains. Out of these three pieces of research 

reviewed here, the model proposed by P. T. Anh 

and M. Chen [3] can be considered the most 

efficient of all at its respective domain. Other than 

that; for more dynamic design, the design proposed 

by H. Sakaki et al. [1] can be used as it offers more 

flexibility regarding performance. For more details, 

one can refer to their respective analysis. Various 

other designs for WPT are also available, one can 

choose depending on its requirements. 
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Abstract: The process of sensing can also be done with the help of optical fiber. This 

method of sensing is becoming very popular. The optical communication, which is the main 

communication technology, in this case, takes light as the carrier and optical fiber as the 

communication medium. Distributed Optical Fiber Sensors (DOFS) can be used for 

continuous measurement at the same time to obtain the spatial distribution of the measured 

state and time-varying information. This paper describes the background of  DOFS  

technology.  Various applications of DOFS are also listed. 
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1.  Introduction 
 

We can use the process of multiplexing, where 

there are multiple numbers of inputs and a single 

output, to increase the function ability of the optical 

fiber sensor [1]. A common optoelectronic terminal 

can be used, thereby reducing the cost to a very 

large amount. In a distributed sensor, the sensor 

consists of a single length of the fiber cable and the 

optoelectronic terminal can monitor the variation of 

a physical parameter such as temperature, pressure, 

water level etc. In a Distributed Optical Fiber 

Sensor (DOFS), this sensing should be a 

continuous process. Distributed sensing replaces 

the complex integration of thousands of sensor with 

one optical fiber system. The inherent distributed 

sensing nature of fiber-optic sensors can be used to 

create unique forms of sensors for which, in 

general, there may be no counterpart based on 

conventional sensor technologies. The basic 

advantage of optical fiber is that it is cheap, light, 

pliable and are immune to Electro-Magnetic 

Interference (EMI). This is an inherent sensor 

medium with low cost, inertness and flexibility. 

The fiber is a flexible, insulating, dielectric 

medium, which can be readily installed in an 

industrial plant without significant disturbances of 

the measurement environment [2,12]. 

 

2. Working Principle and 

Measuring Techniques 

 
Temperature, pressure and tensile strength etc. 

change the characteristics of light transmission in a 

fiber. A damping or attenuation is caused by these 

external physical parameters and their exact 

location can be found out by the method of 

scattering. Thus, the optical fiber can be employed 

as a sensor. The quartz that consists of SiO2 is the 

basic component of optical fiber. Any variation in 

the external parameter will induce some 

oscillations in the structure. When light falls onto 

these thermally excited molecular oscillations, an 

interaction occurs between the light particles 

(photons) and the electrons of the molecule, 

thereby causing a phenomenon known as the 

Raman Scattering. This scattered light from the 

optical fiber consists of three different components 

as mentioned below [3]: 

 

(i) Rayleigh Scattering Component: It is the 

dominant component that has the frequency, 

same as the frequency of the laser source being 

used in the system. 

(ii) Stokes Line Component: This component 

consists of lower frequency optical signals 

than the Rayleigh scattered component. 

(iii) Anti-Stokes Line Component: This 

component consists of higher frequency optical 

signals than the Rayleigh scattered component. 

 

3. Measurement Methods 
 

For the measurement of different scattered 

components in a DOFS, we can basically use three 

methods: 
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(i) Optical Time Domain Reflectometry 

(OTDR): This was developed more than 20 

years ago. Here, a narrow laser pulse generated 

by a semiconductor or solid-state laser is sent 

into the fiber and the back-scattered light is 

analyzed. From the time duration that it takes 

the back-scattered light to return to the 

detection unit, it is possible to locate the origin 

of the external physical parameter such as 

increase or decrease in temperature, pressure, 

tensile force etc. 

(ii) Optical Frequency Domain Reflectometry 

(OFDR): Here, the back-scattered light is 

measured as a function of frequency and 

Fourier transformation is used. 

(iii) Code Correlation Optical Time Domain 

Reflectometry (CC-OTDR): Here, binary 

Coley Code is used and the optical energy is 

spread over a code rather than packed into a 

single pulse. 

 

4. Basic Structure of a DOFS 

System 
 

DOFS basically, consists of a controller, laser 

source, and pulse generator for OTDR or CC-

OTDR, modulator, high frequency (HF) mixer for 

OFDR, optical module, receiver, microprocessor 

unit and a quartz glass fiber as a sensor medium. 

 

5. Various Applications of DOFS  
 

There are numerous applications of Distributed 

Optical Fiber Sensor (DOFS) network including 

monitoring of embankment dams, pipeline leakage 

detection, habitat monitoring and structural health 

monitoring etc. Various applications are listed 

below: 

 

(a) Monitoring Embankment Dams:  The usual 

method of monitoring of embankment dams 

uses the pneumatic piezometers that measure 

the gas pressure and the readings are taken 

weekly in a manual manner. The sunlight will 

cause severe damage to the piezoelectric 

component. These problems can be solved by 

the fiber optic sensor. A fiber optic sensor 

system based on fiber bending loss and optical 

time domain reflectometry (OTDR) can be 

used for monitoring of embankment dams [4]. 

This system uses an OTDR module that sends 

pulses to the distributed sensors placed in the 

embankment dams. The attenuation of the 

reflected pulses due to the external pressure is 

measured that will give the level of water 

penetration in the embankment dams. 

(b) Pipe Line Leakage and Intrusion: It is always 

a problem to monitor or check the underground 

pipe line leakage, tampering and overload of 

any form. A distributed optical fiber sensor 

(DOFS) was proposed to monitor the pipe line 

leakage and intrusion that is based on Code 

Correlation OTDR (CC-OTDR) that uses the 

Golay Codes. The transmitted and the reflected 

optical power are correlated and the loss is 

obtained. This loss is sensitive to the soakage 

of the hydrocarbon fuels and the intrusion such 

as tampering, overload, impacting etc. The 

CC-OTDR improves the range of frequency 

that can be analyzed and also improves the 

signal to noise ratio compared to the 

conventional OTDR [5]. 

(c) Virtual Monitoring of Rotor Temperature: 

Rotor temperature of a turbine has a direct 

relationship with the turbine’s safe running and 

safety. A Distributed Optical Temperature 

Sensor (DOFS) is used to obtain the overall 

temperature of the rotor rather than the 

temperature of a particular place by using a 

single sensor. This is a low cost, more 

convenient, fast and high precision method 

compared to the single sensor method. The 

Laboratory Virtual Instrument Engineering 

Workbench (LabView) software can be used 

for virtual monitoring of the rotor temperature 

[6]. 

(d) Power System Temperature Monitoring: The 

Distributed optical fiber Temperature Sensor 

(DTS) uses the Raman scattering effect. This   

technique is a continuous method to monitor 

the temperature that can operate safely in the 

dangerous power system environment. When 

the temperature of the power station exceeds 

the set value, an alarm signal will be sending 

out. Two engineering project work of China 

are monitored by this method where they use 

the temperature set point at 78°, after which 

the alarm signal will be sent out [7]. 

(e) Measurement of Structural Strain: The 

Brillouin optical time-domain reflectometer 

method can be used to monitor structural 

strain. This method can measure strain at 

points along continuous lengths of the optical 

fiber of up to 10 km and more. Whenever there 

is a fault in a civil structure, this method can 

provide an effective warning measure [8]. This 

method uses a nonwoven cloth that can detect 

soil movements of a few millimetres in soil 

structure. 

(f) Smart Sensor for SHM: A smart transducer 

interface module is developed that is made up 

of 2 optical fiber PIN receiver, a differential 

amplifier and a digital signal processor. The 
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DSP unit consists of an in build analog to 

digital converter (ADC). Here [9], a smart 

transducer interface module (STIM) for Fiber 

Bragg Grating (FBG) sensor to realize Optical 

Fiber Sensor (OFS) is developed. Typically, 

FBGs are used as spectral transduction 

elements due to the absolute nature of spectral 

encoding and immunity to optical power 

fluctuation. FBGs have several characteristics 

such as small size, small weight, immune to 

the electromagnetic effect, versatility to detect 

various physical measurands. These   

characteristics   make FBGs very much reliable 

for structural health monitoring (SHM). 

Acoustic emission, actively generated 

acoustic-ultrasonic signal, dynamic strain (e.g. 

vibration), static strain (load monitoring), and 

corrosion, etc. come under SHM. 

(g) DTS with Optical Switch: Distributed optical 

fiber temperature sensor (DTS) is a real-time, 

online, continuous optical fiber temperature 

measurement system. It has become a new 

detection method and technology for the field 

of public safety and industrial process 

monitoring. In DTS, the length of the sensing 

optical fiber is determined by the power of 

laser pulse, loss coefficient and Signal to Noise 

Ratio (SNR) of the system. By the introduction 

of optical switch, we can extend the sensing 

length of the system [10]. The high-frequency 

anti-Stokes Raman scattering signal in optical 

fiber is modulated by spatially distributed 

temperature field while the Stokes Raman 

scattering signal is not. Temperature value at 

any point along the optical fiber can be 

calculated by using Stokes Raman scattering 

signal to demodulate anti-Stokes Raman 

scattering signal. DTS is based on this concept. 

The temperature is calculated out by the ratio 

of anti-Stokes Raman and Stokes Raman 

signals. 

(h) DTS for Hydrologic System: Hydrologic 

processes are strongly influenced by 

interacting processes that span spatial scales 

from centimetre to kilometres, presenting 

profound challenges for description, modelling 

and observation. By placing many sensor 

nodes spaced along the distance, it would be 

possible to observe hydrologic processes. 

(i) Audible Frequency Sensor: After the 

discovery of Cole and Bruno in the year 1977, 

that sound can be detected by the optical fiber; 

many types of research are going on in this 

field. A Distributed Optical Fiber Sensor 

(DOFS) has been demonstrated that uses in-

phase Optical Time Domain Reflectometer 

(OTDR) technique to detect acoustically 

generated perturbation along the sensing fiber. 

The result shows that this technique can 

measure both the frequency and the amplitude 

of multiple   perturbations. We can also use a 

Chebyshev window in the signal processing 

procedure to improve the Signal to Noise Ratio 

(SNR) value. 

(j) Vibration Sensor: An Optical Time Domain 

Reflectometer (OTDR) is developed to achieve 

high-frequency response   and   wide   spatial   

resolution. Pencil-break event is tested as a 

vibration source. OFDR can also be used for 

vibration sensing. A distributed vibration 

sensing system based on all polarization-

maintaining configurations of the phase 

sensitive OTDR can be presented. 

 

6. Conclusion 
 

Distributed Optical Fiber Sensors (DOFS) is a new 

technology where the transmission medium itself 

acts as a sensor. This technique can be used to 

detect various faults in the civil structures, leakage 

in the buried pipelines, the pressure exerted in a 

device, frequency, vibration etc. It is gaining very 

wide use due to its low cost and immunity towards 

electromagnetic interference. This paper discusses 

the characteristics of DOFS and its various 

applications. 
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